
• We have made remarkable progress in the code development to improve the computational efficiency 
and speed towards the goal of real-time experiments.

– The 100-m resolution, 30-second-update configuration is still slower than the real time, while the 250-m resolution 
configuration can meet the goal.

• We believe that the SCALE-LEKTF system has become a useful research tool for broad mesoscale data 
assimilation studies.
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• 30-second update cycle, 100-m model resolution, 100-member
radar DA covering the radar observing range.

• We have developed the SCALE-LETKF (Lien et al. 2017) regional 
data assimilation (DA) system for research.

– It utilizes the Scalable Computing for Advanced Library and Environment-
Regional Model (SCALE-RM; Nishizawa et al. 2015; Sato et al. 2015) model 
and the Local Ensemble Transform Kalman Filter (LETKF; Hunt et al. 2007).

– https://github.com/gylien/scale-letkf

• We aim to use the SCALE-LETKF to conduct real-time, rapid-update-
cycle, high-resolution assimilation of Phased Array Weather Radar 
(PAWR) data.

– This requires very careful design in every part of the code to achieve high 
computational efficiency.
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Improvements in the workflowIntroduction

Targeted problem

• Employ domain splitting in the LETKF (similar to 
that usually done in the model):

– Reduce the amount of all-to-all communications 
by maintaining the data locality, and also reduce the 
memory usage.

– Similar to that done in Yashiro et al. (2016) for NICAM-LETKF.

• Optimize the use of OpenMP.

• Implement MPI parallelization also in the observation operator calculation.

• Improve observation sorting and implement a fast observation number limit (Hamrud et al. 2015) scheme.

• Implement online, fast superobing in the LETKF. (in progress)

Results: Computational time

Computational time and forecast skill with respect to different cycle lengths

Progress we’ve made for the targeted problem

Improvements in the LETKF program

(1-km resolution; 208 nodes on the K computer)

Original LETKF code New LETKF code
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4D: 4D-LETKF assimilating 
all asynchronous (every-30-
second) observations in a cycle

Assimilation 
cycle length

• Jun 2016 → Sep 2016:  Merge OBSOPE and LETKF into a single program.

• Sep 2016 → Jan 2017:   In LETKF, use QUICKSELECT algorithm for observation 
selection for the number limit.

• Jan 2017 → Apr 2017:   Implement deterministic run (Schraff et al. 2016) and 
distribute the I/O of mean/spread files in a more parallel way.

• Apr 2017 → Sep 2017:  Optimize the OpenMP directives.

• Sep 2017 → Jan 2018:   Remove most run-time shell scripts and improve the 
observation processing code

• Jan 2018 → April 2018:  Run multiple cycle using a merged SCALE/LETKF program 
and thus use direct memory copy to exchange data between 
the SCALE model and LETKF.

Alternative lower-
resolution configurationA) Merged SCALE/LETKF program

B) Direct data transfer between SCALE and LETKF using the DTF library
(in progress)
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