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Introduction

Improvements in the workflow Improvements in the LETKF program

* We have developed the SCALE-LETKF (Lien et al. 2017) regional Typical workflow for a DA system Fortran-MPI programs Employ domain splitting in the LETKF (similar to Original LETKF code ~ New LETKF code
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Developer team Research Section RIKEN AICS
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* We aim to use the SCALE-LETKF to conduct real-time, rapid-update- I ) ) ‘ | = distribute the 1/0 of mean/spread files in a more parallel way.
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